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New systems require a combination of time predictability
and high performance

+ Energy-efficiency
+ Time Predictability?
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[F[F] Towards a Real-time Parallel
[ Programming Model

next-generation

many-core accelerators (EC)

real-time
methodologies
to provide time
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programmability of

many-core accelerators (HPC)
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EE% Research Challenges

 Minimizing performance lost, maximizing guaranteed
performance
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EIE% Application model

The application is the software implementation (i.e., the code) of
the functionality that the system must deliver to the end-user. It
comprises all the software parts of the systems that operate at the
user-level and that have been explicitly defined by the user.

The application is organized as a collection of real-time tasks.

(
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EIEEE Application model

A real-time (RT) task is a recurrent activity that is a part of the
overall system functionality to be delivered to the end-user.

An RT task is characterized by a few parameters related to its timing
behavior, such as the frequency of its activation (aka its period), the

time frame in which it must complete (aka its deadline), etc.

Every RT task is implemented and rendered parallelizable using
OpenMP 4.0.
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EIEEE Application model

#pragma omp task

{
// The brackets identify the boundaries of the task region

// The code goes here
}

Every RT task comprises a collection of openMP tasks whose inter-
dependencies are captured and modeled by a graph called the
extended task dependency graph (eTDG).

An openMP task is defined at run-time by the syntactic boundaries
of an openMP task construct.
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EIE% Application model
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EIEEE Application model

An openMP task part (or simply, a task part) is a non-pre-emptible
(at least from the OpenMP view of the world) portion of an
openMP task.

#pragma omp task

{

// some code (first task part)
barrier();
// some code (second task part)

}
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EIE% Application model
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Application model

Task part

Task part

Task part

Task part
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EE% System mode|

-
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the RT tasks to the I0S
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EE% System mode|
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EE% System mode|
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e The essential openMP task dependency information is captured
within a streamlined data structure hosted in the on-cluster shared
memory
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EIE% System mode|
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E'El Discussions - Questions & Answers

Thank you very much for your attention!
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