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Abstract

Feature selection plays a pivotal role in preprocessing data for machine learning (ML) models. It entails choosing a
subset of pertinent features to enhance the model 19s accuracy and minimize overfitting. Wrapper methods
based on metaheuristics are one approach to feature selection, leveraging the predictive accuracy of a learning
algorithm to form a condensed set of features. Traditionally, this method uses K-Nearest Neighbor (KNN) for
maximizing accuracy as its cost function. However, this approach often yields less than optimal results in large
sample spaces and demands considerable computational resources. To circumvent the shortcomings of this
approach, this work proposes a novel metaheuristic algorithm, termed the Hybrid Sine Cosine Firehawk Algorithm.
Furthermore, a novel feature selection technique is designed that uses this hybrid algorithm to eliminate
insignificant and redundant features by incorporating the minimization of dataset variance in the cost function.
Additionally, the hybridization of multiple metaheuristic algorithms produces the best features of each algorithm to
improve the exploration ability. The proposed technique is tested on 22 University of California Irvine datasets
containing low, medium and high dimensional datasets and compared to the traditional KNN-based approach. The
technique is also compared with other state-of-the-art metaheuristic techniques, namely Particle Swarm Optimizer,
Grey Wolf Optimizer, Whale Optimization Algorithm, Hybrid Ant Colony Optimizer and Improved Binary Bat
Algorithm. The results show significant improvements over previous techniques in terms of minimal loss in
essential data while reducing the size of the raw data in considerably less time, as well as a well-balanced
confusion matrix.
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ARTICLE INFO ABSTRACT

Keywords: Feature selection plays a pivotal role in preprocessing data for machine learning (ML) models. It entails
Feature selection choosing a subset of pertinent features to enhance the model’s accuracy and minimize overfitting. Wrapper
Metaheuristic algorithms methods based on metaheuristics are one approach to feature selection, leveraging the predictive accuracy

Machine learning

o e . of a learning algorithm to form a condensed set of features. Traditionally, this method uses K-Nearest
Hybrid Sine Cosine Firehawk Algorithm

Optimization algorithms Neighbor (KNN) for maximizing accuracy as its cost function. However, this approach often yields less than

Classification optimal results in large sample spaces and demands considerable computational resources. To circumvent

Dataset variance optimization the shortcomings of this approach, this work proposes a novel metaheuristic algorithm, termed the Hybrid
Sine Cosine Firehawk Algorithm. Furthermore, a novel feature selection technique is designed that uses this
hybrid algorithm to eliminate insignificant and redundant features by incorporating the minimization of dataset
variance in the cost function. Additionally, the hybridization of multiple metaheuristic algorithms produces
the best features of each algorithm to improve the exploration ability. The proposed technique is tested on 22
University of California Irvine datasets containing low, medium and high dimensional datasets and compared to
the traditional KNN-based approach. The technique is also compared with other state-of-the-art metaheuristic
techniques, namely Particle Swarm Optimizer, Grey Wolf Optimizer, Whale Optimization Algorithm, Hybrid
Ant Colony Optimizer and Improved Binary Bat Algorithm. The results show significant improvements over
previous techniques in terms of minimal loss in essential data while reducing the size of the raw data in
considerably less time, as well as a well-balanced confusion matrix.

1. Introduction Modern machine learning (ML) techniques help transform large,
unstructured datasets into smaller, more useful ones. To overcome

Technological advancements have generated large amounts of data the challenges mentioned above, feature selection is of paramount

in various fields, such as healthcare, finance, and social media. With the importance in the ML, data mining and information retrieval domains.
transformation of manual jobs into automated solutions, approximately Feature selection techniques simplify the model and mitigate problems

2.5 quintillion bytes of data are being created in cyberspace every
day [1]. Thus, big data has become ubiquitous in modern society,
providing opportunities for extracting valuable insights from large
datasets. However, storing, analyzing, predicting and processing to ob-
tain insightful results from massive datasets with varying and complex
structures have become major modern-day challenges. Any solution
to these challenges must be computationally inexpensive and should
handle high-dimensional data or larger datasets, without compromising
the quality of insights achievable from the original data. from the reduced data remains acceptable (see Fig. 1).

such as noise accumulation, spurious correlations, and inadvertent
homogeneity, which can lead to reduced computational costs [2]. Thus,
feature selection methods are increasingly necessary for various appli-
cations, including computer vision, object detection, image processing,
image retrieval, speech recognition, data mining, pattern recognition,
machine learning, and bioinformatics. However, the applied feature
selection techniques must ensure that the quality of insights extracted
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Fig. 1. Process flow diagram for feature reduction: Dataset is reduced to a feature
subset via an iterative method of the algorithm, and the final feature set is deduced
when a stopping criterion, i.e. no. of iterations or fitness function minimum value, is
obtained.

The literature survey reveals various feature selection techniques
with advantages and disadvantages. To perform effective feature se-
lection, several factors should be considered, such as relevance, redun-
dancy, number of features, domain knowledge, feature ranking, feature
subset selection, and evaluation. Relevant features should be directly
related to the problem being solved, and highly correlated features
may provide redundant information. The number of features should
be reduced to prevent overfitting and reduce computational costs. Do-
main knowledge can guide the feature selection process, while feature
ranking methods can rank the features based on their importance or
relevance. Different algorithms, such as wrapper, filter, and embedded
methods, can select a subset of features, depending on the specific prob-
lem and available resources. The selected features should be evaluated
on a separate validation dataset to ensure improved model performance
and generalization ability. Therefore, feature selection poses several
challenges for ML applications, including overfitting, computational
complexity and bias-variance tradeoff, in which the complexity of the
feature relationship with the class label needs to be considered.

Metaheuristic algorithms, a type of wrapper-based technique, are a
class of optimization algorithms that have been used to solve a variety
of optimization problems, including feature selection. These algorithms
are particularly useful for solving problems that are computationally
intensive and are able to find near-optimal solutions to problems by us-
ing heuristics and stochastic processes to explore the search space [3].
One of the main advantages of using metaheuristic algorithms for
feature selection is that they can handle high-dimensional data and
large datasets. This is because metaheuristic algorithms can explore
many possible feature subsets in a relatively short time, allowing them
to identify relevant features even when dealing with high-dimensional
data [4]. Although many metaheuristic algorithms have been utilized
for feature subset representation, they are not immune to inherent
drawbacks (e.g., getting stuck in local optima [5]), mostly due to them
having a certain amount of dependency on the innate traits of the
datasets.

Recently, hybrid models have become popular to overcome the
limitations of individual metaheuristic algorithms. For example, [6] is
a hybrid metaheuristic algorithm combining Genetic Algorithm (GA)
and Particle Swarm Optimization (PSO) for feature selection. The pro-
posed hybrid algorithm first uses the PSO algorithm to explore the
search space and obtain an initial solution. Then, the GA algorithm
is used to refine the solution and improve its performance. In this
way, the hybrid algorithm overcame the limitation of getting stuck
in the local optima solution of PSO and improved the quality of the
selected features. The authors of [7] propose a hybrid of artificial bee
colony and whale optimization for feature selection and parameter
optimization of an artificial neural network to improve the accuracy
of breast cancer diagnosis. The hybrid algorithm overcomes the limi-
tation of class imbalance by using a weighted classification approach
that assigns different weights to each class. For example, the study
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in [8] hybridized game theory and dynamic programming to reduce
the size of the ensemble classification technique. The pruning algorithm
was tested on 13 UCI datasets and showed improved accuracy while
achieving extra diversity in the solution search space. The authors
of [9] used a consensus-based combining method to deduce the optimal
ensemble classifier that iteratively adjusts its weight, and the final
output reaches a consensus. The proposed algorithm was tested on
14 public datasets, and experimental results showed significant im-
provement in classification accuracy over the average methods. Despite
their success, the introduction of hybrid metaheuristic algorithms is
continuously ongoing. The No Free Lunch (NFL) theory holds that no
method can solve all optimization problems. The choice of the con-
stituent algorithms and their parameters can significantly impact the
performance of the hybrid algorithm in different problem domains and
datasets. Thus, different algorithm combinations need to be tested on a
variety of datasets for continuous innovation in this domain. Secondly,
existing hybrid algorithms still suffer from several limitations, such as
increased complexity [10], difficulty in balancing the increased number
of parameters to tune, and scalability to larger datasets. For example,
in [11], the Improved Seeker Optimization Algorithm had two tuning
parameters while the firefly algorithm had three tuning parameters.
The hybridized version of these two algorithms had four parameters to
adjust, and the mathematical model further increased the algorithm’s
complexity.

To address these gaps, we propose a novel hybrid algorithm that
uses a binary variant of the Firehawk metaheuristic technique in con-
junction with the Sine Cosine Algorithm (SCA). The Firehawk meta-
heuristic algorithm is used in our study primarily because it demon-
strates capability in dealing with real-size structural frames and pro-
vides superior results when tested on numerous benchmark test func-
tions. This validation suggests that the algorithm may apply to high-
dimensional and complex problems such as feature selection for large-
scale datasets. We enhance the Firehawk technique in its global minima
finding capabilities by improving its capacity to adequately move in the
solution search space of the underlying problem landscape and produce
better results. The proposed novel algorithm is called the Hybrid Sine
Cosine — Firehawk Algorithm (HSCFHA). In this proposed technique,
the Sine Cosine algorithm plays the role of a low-level team player
assisting the Firehawk Algorithm in searching for the global solution
optimally, more precisely, and within a smaller time window. Our
comparative analysis indicates that the proposed technique is supe-
rior to the state-of-the-art in efficiency and effectiveness. The major
contributions of our work are summarized as follows:

+ A feature selection model is established to create a subset feature
dataset that aims to reduce the storage of large amounts of
data, remove redundant features and enhance the accuracy of the
classification model.

A hybrid metaheuristic model called HSCFHA is developed using
the Firehawk Algorithm and the high-performing Sine Cosine Al-
gorithm, to leverage the exploration and exploitation capabilities
of both algorithms and enhance the overall search performance
to get better results for the feature selection problem.

The proposed feature selection technique is evaluated using 22
datasets that contain low, medium and high dimensional datasets
using an HSCFHA-based Artificial Neural Network to test its
performance.

A comparative analysis of the performance of the proposed algo-
rithm is performed to evaluate it against state-of-the-art meta-
heuristic techniques, namely Particle Swarm Optimizer, Grey
Wolf Optimizer, Whale Optimization Algorithm, Hybrid Ant
Colony Optimizer and Improved Binary Bat Algorithm.

The subsequent section of the paper discusses prior research on
feature selection techniques, the accompanying challenges and the use
of metaheuristic algorithms in feature selection. Section 3 presents
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the mathematical models of the vanilla Firehawk Algorithm and the
Sine Cosine Algorithm and discusses the hybridized version, consider-
ing its cost/fitness function, system update policy and computational
complexity. In the experimental results and discussion section, the
algorithm is compared with state-of-the-art metaheuristic algorithms on
low, medium and high dimensional datasets in terms of accuracy, pre-
cision, Fl-score, confusion matrix and time complexity. Additionally,
the model from which these metrics are drawn from an HSCFHA-based
Artificial Neural Network (ANN) that is utilized for the reduced datasets
after feature selection has been achieved. Finally, the conclusion and
future work section summarizes the work presented and offers insights
into future directions.

2. Related work

The related work section first discusses traditional feature selection
techniques that have been discussed in the literature. We then introduce
metaheuristic algorithms and their use for feature selection.

2.1. Traditional feature selection techniques

A widely used feature selection technique, the filter method, eval-
uates each feature’s significance or relevance independently of the
classification model based on a criterion [12]. Commonly used criteria
include mutual information, information gain, and correlation-based
feature selection (CFS). The mutual information criterion evaluates
the relationship between a feature and the class label. The idea be-
hind it is that a feature that is strongly connected to the class label
is considered to be more informative. Mutual information is a non-
parametric measure that can be used with any type of feature and class
label [13]. Information gain is a variation of mutual information used
in decision tree algorithms. It measures the reduction in the entropy
of the class label after the feature is used to split the data [14]. CFS
is based on the idea of measuring the relationship between the feature
and the class label. CFS is based on the correlation coefficient, which
measures the linear relationship between two variables. While these
methods are often simple and efficient, they may not be effective in
all cases. For example, they only consider the individual relevance
of each feature to the class label. They may not consider complex
relationships between features that may also be important for accurate
classification [15]. Additionally, these methods do not consider the
specific learning algorithm that will be used and may not be optimized
for the performance of that algorithm. Another issue with filter-based
feature selection is that it is susceptible to the choice of criterion,
which can result in varying outcomes based on the chosen criterion. For
example, mutual information and information gain are different criteria
that can be used to measure the relevance of a feature, but they may
give different results [16]. Additionally, these methods can be sensitive
to outliers, leading to a bias towards certain features [17].

Another widely used feature selection technique, embedded meth-
ods, are based on the optimization of a criterion that is embedded
in the classifier’s training process [18]. These methods optimize the
criterion by adjusting the parameters of the classifier, such as the
weights of the features in the linear classifiers or the split parame-
ters in the decision trees [19]. Commonly used embedded methods
include LASSO and Random Forest [20]. These techniques require more
computational resources than the filter and wrapper approaches, but
they can yield better results by considering the relationship between
the features and the class label [21]. One of the main challenges with
embedded method-based feature selection is that it requires using a
specific classifier or algorithm, which can lead to suboptimal feature
selection if the classifier or algorithm is not well suited to the dataset.
Furthermore, embedded method-based feature selection fails to account
for the data distribution, leading to inadequate feature selection by
being susceptible to outliers, potentially resulting in a bias towards
certain features [22].
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Another popular feature selection technique is the wrapper method,
which evaluates the performance of a classifier with different subsets
of features. The wrapper method is based on a search algorithm that
iteratively selects or removes features based on the classifier’s perfor-
mance [23]. The two most frequently employed wrapper methods are
sequential forward selection (SFS) and sequential backward selection
(SBS) [24]. The wrapper approach requires more computational re-
sources than the filter method, but it can lead to improved results by
taking into account the relationship between features and the class la-
bel. Accompanied challenges with this area of feature selection include
computational expensiveness, as it requires the training of a classifier
or algorithm multiple times with different subsets of features. This can
pose a significant difficulty when working with large datasets and high-
dimensional data. Secondly, the need for a specified algorithm limits its
applicability to different datasets and tasks [25].

Recently, deep learning has become increasingly popular in the field
of machine learning and is being applied to feature selection. Deep
learning-based feature selection methods are able to learn complex
representations of the data, which allows them to identify features
that are relevant for a specific task or classifier [16]. One of the main
advantages of deep learning-based feature selection is that it is able
to handle high-dimensional data and large datasets. However, using
deep learning for feature selection necessitates the requirement of a
substantial amount of data to train deep neural networks, which can
pose a problem when dealing with small datasets. These methods can be
computationally expensive, as they require the training of large neural
networks.

2.2. Metaheuristic algorithms

Metaheuristic algorithms are probabilistic solvers belonging to the
family of approximate optimization methods. Fundamentally, meta-
heuristics offer domain-specific knowledge by employing an upper-
level strategy of solution sharing between many nodes being imple-
mented in parallel. These algorithmic functions are segmented into
two phases: exploration and exploitation phases. While the exploration
phase searches for a global solution around the search space using er-
ratic movements, the exploitation phase converges towards the current
iteration’s global solution. The trade-off between the two phases is key
to an efficient search process, which is dictated by the hyperparameters
set for the algorithm. From an inspirational standpoint, we focus on
the subdivisions of metaheuristic algorithms such as biology-based,
mathematics-based and physics-based [26-28].

Algorithms grouped as biology-based are inspired by the social
behavior of birds, fish, animals, and ants and the biological process
of evolution. The most prominent of these categories are the PSO
algorithm and GA. In [6], the authors propose a feature selection
algorithm based on a combination of PSO and a GA. The PSO algorithm
is used to generate an initial population of solutions, while the GA is
used to perform the selection and crossover operations. The algorithm
was tested on several benchmark datasets and was shown to outperform
several other feature selection methods. A population-based algorithm
mimicking the behavior of cuckoo birds searching for prey was pre-
sented in [29] for feature selection. The Ant colony optimization (ACO)
algorithm, which was proposed in [30], uses the search strategies of
ants to find the optimal feature subset. The authors used the ACO to
select features for a breast cancer dataset and showed that it outper-
formed other popular feature selection methods. A similar case dataset
was also presented in [7] with a combined algorithm for Artificial Bee
Colony (ABC) Optimization algorithm and Whale Optimization Algo-
rithm (WOA). Alzubi et al. [31] proposed a novel algorithm combining
the Harris Hawk Optimizer with Support Vector Machines to detect
Android malware. In [32], the authors proposed two models with the
hybridization of ACO and GA and compared them with the state-of-
the-art on multiple UCI-based datasets. Another study in [33] provided
a hybridized version of the GA and Cuckoo search algorithms as a
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hybridized wrapper-based method to solve the feature selection task.
Moradi et al. [34] presented a local exploration model to guide PSO
in selecting marginal deducts with respect to their correlation data. In
the application of robotic manipulators, a modified PSO was augmented
with differential evolution (DE) to provide a general case study focusing
on serial and parallel manipulators and the 10-DOF hybrid redundant
serial-parallel robots [35]. To the best of our knowledge, the recently
introduced Firehawk algorithm (detailed model explained in the later
section) has not been applied to the problem of feature selection.

Mathematics-based metaheuristic algorithms use mathematical
models and techniques to solve complex optimization problems, includ-
ing feature selection. Two of the most commonly used mathematics-
based metaheuristic algorithms are the Basic Optimization Algorithm
(BOA) and the SCA. In the case of SCA, many variants and improve-
ments have been suggested in the literature for the purposes of feature
selection. For example, using an Elitism strategy and a new best
solution update mechanism, the basic sine-cosine algorithm was im-
proved in [36] and showed efficiency in achieving better classification
performance along with fewer features compared to GA, PSO, and
basic SCA in selecting the best features for classification. The study
in [37] proposes a two-stage framework that combines deep learning
and SCA to detect pneumonia in X-ray images. Tagian et al. The authors
of [38] propose two binary variants of SCA, S-shaped Binary SCA
and V-shaped Binary SCA, for feature selection from medical datasets.
The algorithms are compared with four other binary optimization
algorithms on five medical datasets. The experimental results show that
both SBSCA and VBSCA outperform the other algorithms in terms of
classification accuracy on these datasets. In [39], the authors propose
an improved SCA algorithm for feature selection in text categorization
tasks by combining two positions of the solution to avoid premature
convergence. The proposed algorithm is compared with several search
algorithms and shows high performance on nine text collections. A
new approach was proposed in [40] called MOSCA-FS for feature
selection in hyperspectral imagery using a novel discrete Sine Cosine
Algorithm. The approach uses a multi-objective optimization frame-
work to balance information preservation and redundancy reduction.
The proposed method is validated through experiments on multiple
datasets, demonstrating its effectiveness and universality.

In the case of physics-based algorithms, the inspiration for such
techniques is drawn from the laws of physics around the world which
include physics principles, chemistry, music, dynamic systems and
metallurgical processes. In [41], the golden ratio-based equilibrium
Optimization algorithm was proposed for feature selection for a classi-
fication problem of speech emotion recognition. The technique utilized
a hybridized version of the two algorithms. Lenin et al. [42] solved
the reactive power problem with the combination of Tabu Search and
Simulated Annealing (SA). The algorithm was also applied to a symmet-
rical travel salesman problem. Mafarja et al. [43] proposed a hybrid
feature selection technique by combining SA and GA. The algorithm
showed good performance upon testing it on the UCI dataset in terms
of the number of selected attributes in comparison with state-of-the-art
approaches.

Overall, the outcome of a metaheuristic algorithm depends on the
starting point solution and the stopping criterion, which makes it
hard to compare the results of different algorithms. Additionally, it is
also challenging to determine the optimal parameters of metaheuristic
algorithms, which can affect the results of the feature selection process.

The comprehensive literature review highlights the evolving land-
scape of feature selection techniques, particularly in the context of
high-dimensional datasets and complex machine learning challenges.
The proposed HSCFHA is a response to the identified gaps and limi-
tations in existing methods. This approach inculcates the advantages
of metaheuristic algorithms with the adaptive capabilities of ANNs.
By doing so, it can refine feature selection processes significantly,
enhancing both the accuracy and efficiency of model training and
prediction. This research not only offers a novel solution but also sets
the stage for further advancements in feature selection methodologies,
potentially revolutionizing approaches in data-intensive domains.
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3. Proposed hybrid Sine Cosine - Firehawk algorithm

In this section, we provide background details and present a novel
hybrid algorithm based on a combination of two metaheuristic algo-
rithms. This section first introduces the concepts of the vanilla Firehawk
Optimization algorithm and the Sine Cosine algorithm, and then pro-
vides details of the mathematical model and complexity analysis of the
proposed hybrid algorithm.

3.1. Background

3.1.1. Firehawk algorithm

A metaheuristic algorithm called the Firehawk Optimization Al-
gorithm has been developed using sout inspiration drawn from the
prey-hunting strategy of the firehawk birds found in nature [44]. There
are some challenges and limitations accompanying the algorithm that
hinder the performance of the technique. Firstly, the capability of
the agent to explore the search space is limited by the movement
allowed due to the Gaussian randomization process. Secondly, due to
the complexity of the algorithm, the agents get stuck in local optima
and fail to explore the search space effectively, leading to suboptimal
solutions in case of multifaceted problems.

3.1.2. Sine-Cosine algorithm

The Sine Cosine Algorithm comes under the family of mathematics-
based metaheuristic algorithms and the goal of algorithms is to find
the optimal solution by exploring the solution space in a balanced
way, considering both global and local information about the objec-
tive function. The SCA initiates multiple initial candidate solutions
and guides them towards the optimal solution using a mathematical
model based on trigonometric sine and cosine functions [45]. The
performance of the standard SCA is satisfactory for solving unimodal
benchmark function problems. However, when confronted with com-
plex multimodal functions, the algorithm often exhibits a tendency to
quickly converge to local minima, potentially missing out on better
solutions [46]. Although the SCA is capable of finding the optimum
given sufficient computational resources, its reliance on random walks
hinders its ability to guarantee fast convergence. Consequently, there
is a possibility to enhance the SCA’s performance by integrating it with
other complementary techniques. The algorithmic details of the SCA
are provided in Algorithm 1.

Algorithm 1 Steps for SCA

Initialize population size, dimensions d, population size and max_iter

Initialize population fitness values
while iter < max_iter do
Evaluate parameter p
for i = 1: population_size do
for j = 1 : dimension (d) do
Evaluate candidate solution using the exploration and
exploitation phases
end for
end for
Evaluate fitness values of population
Choose the global best value
iter = iter + 1
end while
return Global Best

3.2. Mathematical model of the hybrid Sine Cosine - Firehawk algorithm

The initial conditions for the proposed hybrid algorithm are the
same as those for the FHA. The FHA posits the mathematical model
of the hunting mechanism of firehawks, where the objective is to set
and spread fires and consequently catch prey. First, a solution candidate
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(X) matrix is determined, set initially as random values within a search
space, representing the initial positional vectors of the firehawk and its

prey.

1 2 d
PR, |PR PR PR
1 2 d
or| PRe|_| PRy PR PR} | "
PRyl |pr1 PR . PR
vl PR, PR} PRY,

where PR represents the candidate solution of the prey in the search
space, d is the number of dimensions of the current problem, and N
is defined as the number of candidates utilized for the metaheuristic
algorithm.

Eq. (2) represents the search space boundary conditions, where
PR,,;, is the minimum value that the current solution of PR at iteration
t can achieve, while PR,,,, is the maximum possible attainable value
that can be achieved. These values are set according to the problem at
the start of the execution of the algorithm.

max] ’

where i =1,2,...,d;j=1,2,...,N.

i = —— . -
PRj(I) = Range [PR,;, - PR @

To determine the initial position of the firehawks in the search
space, the cost function of each candidate PR is evaluated. Some of the
best candidates are chosen from the solution search space to become
the firehawks. From the firehawks, the one with the best search space
is considered the main fire, which can also be considered the global
best position. The main fire is then spread by the firehawks. The
consequent movement of the hunter (firehawk) and prey determines
the mathematical model of the algorithm. The distribution of the prey
candidates is divided as per (3) and (4), where m is the number of
firehawks and » is the number of prey in the investigation domain.
Here, m+n= N.

PR' PR, PR!
PR} PR: PR
PRyiia1 = . . . > 3
PR' PR PR’
FH' FH! FH!
FH?> FH? FH?
FHipjtiq = . ! . 2 . d 4

. . .

FH" FH" FH"

The initial search area can be graphically represented as shown
in Fig. 2. When the hunting process of the firehawks begins, they
spread fires in surrounding areas to entrap the prey. To avoid collisions
in each other’s area of attack, the firehawks avoid the territory of
another firehawk’s fire circle. The distribution of each firehawk with
their respective number of prey can be mathematically evaluated using
a Cartesian distance function, as per Eq. (5). The prey are assigned a
firehawk territory according to the closest firehawk around them. The
initial population of PR, is assigned a random (x, y) coordinate in the
search space.

Dist} = /e = %) + (2 = )2,
where P=1,2,....m;F=1,2,...,m.

(5)

The Dist,{f represents the distance of the Pth prey to the Fth fire-
hawk; and the (x,y,) and (x,, y,) represent the prey’s and firehawk’s
coordinates respectively. It is worth noting that the best prey is assigned
to the best firehawk in the search space. The next firehawk takes on the
next nearest prey in the search space, and so on. This ensures that the
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Fig. 2. Firehawk model search space schematic.

firehawk with the best objective function performs better in its hunting
strategy than the weaker birds. Once this procedure is completed, the
algorithm’s initial conditions are configured with each prey assigned to
a firehawk territory.

Following that, the algorithm is executed for a user-defined num-
ber of iterations, set at the start, in which the firehawk position
update procedure is conducted against the objective fitness function.
The methodology mainly contains the usage of the exploration and
exploitation phases to conduct the mechanism of updating the firehawk
to become the main fire/global best or move its territory towards
another position in the search space. The movement of the algorithm
towards the next position in the search space is determined by random
and adaptive variables, which introduces a level of unpredictability.
Consequently, the algorithm cannot guarantee finding a satisfactory
solution consistently. While the FHA demonstrates promising results
on certain benchmark functions by utilizing population knowledge
effectively, it may not always produce optimal solutions for complex
problems.

To further improve the exploitation capabilities of the FHA, a
specialized version of the Sine Cosine Algorithm is integrated into the
FHA, resulting in a novel algorithm called Hybrid SCFHA. The Hybrid
SCFHA algorithm utilizes the sine and cosine functions to generate new
positions within the search space. When solving minimization prob-
lems, if the newly generated solution possesses a lower fitness value,
it replaces the existing solution, effectively serving as the solution for
the subsequent iteration.

At every iteration, the new firehawk candidates and the main fire
are determined for N solution candidates. This is done using burning
sticks from the main fire and spreading the fire across other places,
creating firehawk territories. The schematic representation shows a
circular pattern of the firehawk territory that can sometimes move
away from the search space. This violation is also catered for by the
boundary conditions set in Eq. (2). The firehawk updating policy with
Sine Cosine mechanism infused is given by

F H (iter) =

FHIT = FH, + r(sin(r)))X

MainFire — ry(sin(ry)) - FH,, ifr, <0.5; 6)
FHI1T = FH, + ry(cos(r;))X
MainFire — ry(cos(ry)) - FH,, ifr,>0.5,

where FH,**"*" is the updated firehawk position, FH"*" is the previ-
ous firehawk position, F H,, is the position of one of the other firehawks
and r; and r, are two Gaussian distributed random values within the
range [0, 1]. The movement of the prey is also considered a key aspect
of animal behavior. The prey either runs away, hides, or, in distress,
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0.4

,,,,, e Algorithm 2 Steps for HSCFHA
o o Gmaan Set the number of max_iter, population size, dimension d and « for
the fitness function
Initialize the prey and firehawk population according to Egs. (3) and
4.
Evaluate the initial candidate solution of the population
Determine Global Best (GB) / Main Fire position from the entire
population
while iter < max_iter do
Determine new firehawk and prey population distribution at each
iter
. for m =1 : firchawk_pop. do
Sort firehawk / prey population and determine prey position in
Fig. 3. PDF of Random Variables (RV). each firehawk territory using Eq. (5)
end for
Calculate SP for preys in complete search space using Eq. (10)
moves towards the firehawk territory by mistake. The prey updation for m =1 : firehawk_pop. do
process of running away from fires is given by for d = 1 : Total_ dimensions do
Determine FH,,, FH, and calculate new position of

PR(it T g s another
(e expioitation firehawk using Eq. (6)

PRZew‘”er - PR" +ry (sin(r3))>< end for

. . Evaluate S P,, using Eq. (9
FH,, — ry(sin(r,)) - SP, if r, < 0.5; o forn = 11 buey pfp ‘310( )
for d = 1 : Total_dimensions do

if rand() < 0.5 then

o
w

Probability Density
o
[

PRI = PR, + ry(cos(ry))x

FH, = rycos(ry) - SP, ifr, 205, Determine new prey position using Eq. (7)
else
Similarly, the movement of the prey that results in the prey getting . . .
X L Determine new prey position using Eq. (8)
closer to another firehawk FH,, ., is given by end if
PR(iter) o pioration = end for
. end for
new_iter .
PR, = PR, + rs5(sin(rs))x Evaluate boundary conditions using Eq. (2)
FH g, piner — re(sin(rg)) - SPy; if ry <0.5; ®) Calculate fitness of prey population
end for
PR, = PR, + rs(cos(rs))x Calculate firehawk population fitness and sort population
FHner — F(cos(r)) - SPy  if rp > 0.5, Petern}ine the GB position from the population
iter = iter + 1
where PRI“-" is the new prey n's position, r4, r,, rs and r are end while -
random functions in the range [0,1] and SP,, is considered as a safe return GB position

place away from the fires that the prey of the m,, firehawk territory may
find while running away from that firehawk, represented in Eq. (9).

" (PR,) new values in the search space before moving towards a more promis-

—_— q_l 9 . . . . .
SP, = —7Tp C)) ing area. Following the exploration phase, the Hybrid SCFHA algorithm
" incorporates the SC algorithm to conduct a local search with smaller
steps, ultimately obtaining the best solution. Within the framework of
Hybrid SCFHA, the FHA emphasizes diversification during the initial
stages of the search by taking larger steps to thoroughly explore the

search space and avoid getting stuck in local optima. In contrast, the

where TP, is total no. of prey in m,, firchawk territory and PR,
represents the g,, prey in m,, firehawk territory.

Let S P, represent the safe place for all prey from each firehawk in
the search space depicted with Eq. (10).

22:1 (PRy) later stage of the optimization process focuses on intensification, where
SPa = TP ao the SC algorithm guides individuals towards the best solution. This
combined approach effectively addresses both global and local search

where TP is the total prey population. It is noted that for each search
iteration, the number of firehawks is dynamic and is determined as
the difference between the total particles in the search space and
the number of prey that are calculated randomly with a Gaussian 3.3. Complexity analysis of the hybrid Sine Cosine - Firehawk algorithm
distribution. r, and r, are Gaussian random values within the range

objectives.

[0,1]. Over a series of iterations, the position of every individual in the To analyze the computational complexity of a metaheuristic algo-
FHA is updated using Egs. (6), (7) and (8). These hybridized equations rithm, it is common practice to employ the Big O notation, a widely
are then employed in the process of feature selection. Algorithm 2 recognized mathematical notation in the field of computer science. The
illustrates the pseudo-code for the complete algorithm. computational complexity of the proposed HCSFHA and the standard

Fig. 3 approves the theory of optimized exploration as the Sine FHA remains the same, as the solution update mechanism in both
Cosine-based random variable has a more spread-out probability den- algorithms is OC(iter,,,, - m - n) + O(iter,,,,. - m - n - d), where iter,,,.
sity function (PDF) than the simple Gaussian random variable from the denotes maximum iterations, m the firehawk population size, n the
vanilla FHA algorithm. This means that the hybrid SCFHA exploration prey population size, and d the problem dimension. This is because
capability is enhanced as the SCA-based random variable will explore the proposed HSCFHA does not supplement any additional processes;
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Table 1

Comparison of metaheuristic algorithms with HSCFHA for T time complexity analysis.
Fun. HSCFHA SCA FHA IBBA HACO GWO PSO WOA
CECO01 335.14 323.71 329.90 1316.47 1317.40 347.00 364.89 404.96
CEC02 14.14 13.15 13.41 157.82 142.92 15.27 12.62 14.33
CEC03 18.96 18.50 18.83 110.60 110.33 20.58 19.56 20.90
CEC04 12.31 11.83 12,12 323.88 325.72 13.89 14.30 13.76
CECO05 14.77 13.55 13.74 214.40 212.36 14.97 15.31 16.95
CEC06 120.59 114.43 115.17 3182.05 3110.40 159.38 111.73 165.83
CEC07 15.07 13.37 14.99 64.37 65.24 16.40 15.09 16.98
CEC08 13.52 12.17 12.08 114.51 124.25 14.39 14.83 15.48
CEC09 13.78 12.48 12.95 33.90 34.29 14.07 13.19 15.13

it simply replaces the exploration or exploitation processes in the stan-
dard FHA with the hybridized version that includes the SCA equation,
which makes no difference in terms of computational cost. Therefore,
we argue that the proposed HSCFHA performs better than the original
FHA with no additional cost.

A time-based computational cost analysis of the HSCFHA algorithm
is evaluated using CEC-2020 [47] protocol benchmark test functions.
Four specific computational times, T,, T;, T, and T, are determined,
which establish the complexity of the algorithm. T}, is the runtime of
a specific mathematical algorithm, T; is the computational time of the
CEC function which has been run 10,000 times, 7, is the computational
time of the technique used to solve the minimization problem of the
CEC function under 10,000 iterations, and 7, is the mean value of 5
repetitions of the 7, time analysis.

>

— Tl
TO

[S)

T=

(1)

The proposed algorithm of HSCFHA is tested on these computational
times and is compared with other similar metaheuristic algorithms on
each CEC benchmark test function. The result of the experiment is
shown in Table 1. The value of T;, was determined to be 0.1162 seconds.
Since the algorithms have a multi-agent solution-finding technique, a
population size of 10 was used for each algorithm in comparison. The
machine used for the complete analysis is a Core i7 9750 h with 16 GB
RAM.

It is crucial to acknowledge the significance of the dimensions in
multi-agent algorithms, particularly the balance between exploration
and exploitation phases, aligned with the rate of convergence. This
factor plays a vital role in assessing the innovative HSCFHA algorithm.
The comprehensive tests performed in this study demonstrate that the
HSCFHA algorithm’s optimization process is inclined to focus on a
global search space, leading to more effective outcomes.

4. Feature selection by hybrid Sine Cosine - Firehawk algorithm

The goal of feature selection is ultimately to choose adequate fea-
tures from the complete dataset. This means that the algorithm will
output features that are selected and features that are not, i.e., a binary
output of 1s and Os. Therefore, this work uses a one-dimensional vector
to represent a solution, with the length of the vector depending on the
number of attributes in the original dataset. “1” or “0” indicates each
value in a vector (cell). The associated attribute is picked if the value is
“1”; otherwise, it is set to “0”. The values are chosen depending on the
fitness function of feature selection that the algorithm uses to determine
the global best position. The objective of the technique is to minimize
the fitness function utilized, as given by

F.F = a-Variance(Agent p, 500+
Tot_feat. — unselected_feat.
Tot_feat.

where the parameter « represents the significance of the variance
quality and subset length, the value of which is decided before the
start of the algorithm. For the purposes of this study, the value of « is
chosen to be 0.5. In contrast, the traditional KNN-based fitness function

12)
(1-a
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tries to maximize the accuracy of the KNN model and the percentage
of unselected features from the current iteration simultaneously. The
feature selection process removes the requirement for a classification
algorithm in its iterative process by employing the variance-based
technique. This drastically reduces the time the algorithm takes to
produce optimal features. The flowchart of the technique employed is
shown in Fig. 4.

4.1. Model verification using HSCFHA-based artificial neural network

Artificial Neural Networks (ANN) belong to a category of ma-
chine learning algorithms that draw inspiration from the structure and
functioning of the human brain. These networks find extensive appli-
cation in diverse domains such as image recognition, natural language
processing, financial forecasting, etc. A neural network consists of inter-
connected nodes, called neurons, that process and transmit information
using mathematical operations. Metaheuristic-based neural networks
combine the strengths of neural networks and metaheuristic algorithms
to improve the performance of NN in terms of accuracy, convergence
speed, and computational efficiency. These methods use metaheuristic
algorithms to optimize the parameters of the neural network, such
as the weights and biases. A literature survey of recent studies on
metaheuristic-based neural networks shows that these methods consis-
tently produce better results compared to traditional neural networks,
with less computational time and fewer iterations [48-50]. For in-
stance, Movassagh et al. [51] integrated invasive weed optimization
with differential evolution to enhance the perceptron neural network
precision.

By utilizing the strengths of both neural networks and metaheuristic
algorithms, the proposed model, shown in Fig. 5, is expected to produce
better results with less computational time and fewer iterations.

5. Experimental results

We now describe the experimental evaluation of our proposed
technique. The extensive literature review suggests that metaheuristic
algorithms exhibit suitable and balanced behavior to solve problems
with non-exact solutions. For this reason, our study utilized the use
of such unique algorithms. To achieve this objective, it is crucial to
present a thorough and accurate depiction of the problem at hand.
While metaheuristic algorithms do not guarantee optimal solutions,
their purpose is to provide solutions that approach optimality while
minimizing CPU usage. Various metaheuristic techniques proposed in
existing literature have their strengths and limitations. This study
aims to develop a more comprehensive and precise strategy by con-
sidering a broader range of parameters. Many datasets will provide
a comprehensive analysis, and using multi-dimensional datasets and
multi-class problems will help illustrate the accuracy and precision of
the algorithm under study.

The experimental results showed that our proposed strategy, which
focuses on a larger set of parameters, was able to solve the multi-
objective optimization problem related to various sizes of datasets
effectively and efficiently. The results demonstrate that our strategy
outperformed the baseline approaches and was able to find solutions
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that were closer to the optimal solution, while also taking into account
the practicality and realism of the solutions. In particular, variance-
based FS proves to be a far more effective strategy for feature selection
than the traditional KNN-based approach.

5.1. Dataset preprocessing

For the purposes of this study, the proposed feature selection tech-
nique is employed on 22 publicly available datasets from the UCI
database that include low, medium and high dimensions with multi-
class and binary-class problems. Table 2 provides the details of each
dataset in terms of attributes, instances and the number of classes.
Figure 11 in the appendix section depicts the data spread of the
datasets used in the experimental results section through boxplots. It
is evident that the datasets are an amalgamation of categorical and
numerical data, and some features depicted do not contribute to the
overall class specification of the dataset. For example, for the seismic
dataset, features 14, 15 and 16 do not have a well-rounded spread and,

hence, will generally be removed after the feature selection process.
Furthermore, the number of instances in the dataset contribute to the
overall computational time for the operation of feature selection.

The datasets used in this research contained missing values, which
can significantly impact the accuracy of the analysis. To address this
issue, first, the instances that had missing values were identified and
removed from the dataset. This was achieved by identifying the entries
in each dataset with “NA” and “?” values. Then, the subsequent rows
were deleted from the dataset. This ensured that the remaining entries
were complete and suitable for analysis. Another important step in
dataset preprocessing is data cleaning, which involves identifying and
correcting any errors or inconsistencies in the data. In our study, we
performed various data cleaning techniques such as removing duplicate
entries, correcting misspelled words and converting categorical data to
numerical entries.

5.2. Experimental setup

The dataset is split into two sections: a training set and a testing set
with an 80/20 split. An Intel Core i7 9th GEN with 16 GB RAM was
used for the experiment for each algorithm and feature selection tech-
nique to draw out a fair comparison. The proposed HSCFHA method
is compared with state-of-the-art metaheuristic-based feature selection
techniques, including FHA, SCA, GWO [53], PSO [54], Improved Binary
Bat Algorithm (IBBA) [55], Hybrid Ant Colony Optimizer (HACO) [56]
and WOA [57]. The experimental setup is described below:

» Each dataset is run on variance-based and KNN-based feature
selection methods with 10 iterations and a population size of 50.
To achieve a well-balanced score on metrics, the algorithm is run
30 times to calculate the best scores and the average scores.

» Number of features and the time taken for each algorithm to
choose a subset of features are determined from the training
dataset.

» Using the chosen features, the testing dataset is utilized to ascer-
tain the accuracy, precision, confusion matrices and F1-Score of
the classification results.
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Table 2
Dataset details.

S.No. Datasets [52] # of Inst. # of Attr. Classes
1 Ad 625 1558 2
2 Adult 32561 14 2
3 Car 1728 6 4
4 Cardiotocography 2126 36 3
5 Voting 232 16 2
6 Gestures processed 9873 32 5
7 Gestures raw 9901 18 5
8 HCV 589 12 5
9 KrVKp 3196 36 2
10 Nursery 12960 8 5
11 Obesity 2111 16 7
12 Promoters 106 57 2
13 Biodeg 1055 41 2
14 Room 10129 16 4
15 Seismic 2584 18 2
16 Splice 3190 60 3
17 Drug 1885 12 7
18 Tumor 62 2000 2
19 BLDCL 35 1657 3
20 Arcene 100 10000 2
21 Amazon 1500 10000 50
22 Religious 590 8266 7

» The HSCFHA-based NN uses a 3-layered network with a single in-
put layer, a hidden layer of 10 neurons and ReLu-based activation
function, and a single output layer.

» The hyperparameter values chosen for the metaheuristic algo-
rithm in comparison are the same as those suggested in the
original papers.

5.3. Results

The experimental results are presented and discussed in this section.
In the comparison of the overall performance based on the metrics as
a whole, the HSCFHA-based FS method got better results. Secondly,
the comparison of the two FS methods, namely variance and KNN,
also shows that the variance-based FS method performs much better,
especially in terms of time spent to get optimal features and the number
of features chosen.

Fig. 7 illustrates the average of all the datasets provided in the
experiment. In terms of accuracy, precision and FI-score, the HSCFHA
algorithm outperforms, showing the highest values compared to the
original algorithms, FHA and SCA, and the other compared algorithms.
Furthermore, the HSCFHA-based FS method for variance and KNN
show that both show the lowest recorded number of features and the
time spent to calculate and produce them is also minimal. Compared
to KNN, variance-based methods perform better and faster across the
board. Similarly, of the 30 runs accomplished in the experiment, the
best results were also chosen to be the focus of this study.

Fig. 8 illustrates the best metrics values from the 22 datasets for
each algorithm for comparative analysis. In the same way, as the
average results were seen, the best results also show that the HSCFHA
algorithm produces the best result from the 30 runs in terms of all the
metrics, and the variance-based FS is also comparably much better at
producing good results than the KNN based FS method. The bar charts
show that the proposed algorithm can outperform other metaheuristic
algorithms and prove that the algorithm can produce better results
because the exploration phase enhancement of the hybrid algorithm
finds a better solution in less computational time, and the Sine Cosine
randomization technique also produces a lower fitness function value
by which less number of features are used to produce better accuracy
and precision scores.

To gauge the performance of each algorithm against each dataset
in the experimental database, the values for each metric have been
tabulated in the appendix section (Tables 3-12). The highest value has
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been highlighted in each comparison for easier analysis and comparison
of the metric scores obtained from each algorithm on each dataset.

In terms of accuracy, a comparison of accuracy results between
HSCFHA and other algorithms that are assessed under the same con-
ditions are depicted in Tables 3 and 4 for average accuracy and best
accuracy, respectively. Of the 22 datasets, Table 3 shows that 18
datasets have the highest accuracy for the proposed HSCFHA, while
FHA and SCA follow a close second and third in most cases. Within each
dataset feature selection method, variance-based FS is seen to find the
higher optimal value for all 22 datasets compared to the KNN method.
The results also show that for a few datasets, the highly cited and
experimented conventional GWO algorithm finds high accuracy values.
In the case of best accuracy, 19 datasets show the highest accuracy with
HSCFHA, and as expected, the accuracy values of variance are higher
than KNN for all datasets.

Table 4 also depicts that for the datasets Voting, Tumor and DLBCL,
all algorithms were able to find the global optimal solution to the
feature selection problem in both FS methods. In such cases, the impact
of metaheuristics on feature selection may be negligible. Consequently,
previous studies have often employed various metaheuristic algorithms
for feature selection without significant distinctions, particularly when
dealing with problems of relatively low dimensions (below 100). This
is because the expected outcomes of feature selection can be achieved
regardless of the specific choice of metaheuristic algorithm.

In terms of precision, the average of the 30 runs and the best results
from the 30 runs are tabulated in Tables 5 and 6, respectively. The
former shows that the HSCFHA algorithm performs better on 18 out
of the 22 datasets, and the latter highlights 19 datasets with HSCFHA
as the best algorithm from all the metaheuristic techniques. The best
precision table shows that similar to the results of the accuracy, voting
and tumor datasets are also able to find the global optima solution
across all metaheuristic algorithms, thereby removing the effect of
metaheuristic technique in feature selection for the said datasets.

Table 7 presents the average F1 score for the 22 datasets. The result
reveals that 16 datasets have the highest optimized values for HSCFHA,
while the FHA and SCA algorithms have close values to the optimal
solution. Conversely, Table 8 reveals that 7 out of 22 datasets have
HSCFHA with optimal values, while the majority of global solutions
for the case of F1 scores are determined by IBBA and WOA algorithms.

The results of the features selected for the experiment suggest that
the performance of the HSCFHA algorithm outperformed the other
algorithms in terms of bringing the lowest average number of features
for 12 out of 22 datasets in the experiment, as shown in Table 9, and
the best number of features for 15 out of 22 datasets, as illustrated in
Table 10. This is a promising result and suggests that HSCFHA may be
an effective method for feature selection. The number of features also
depicts that the variance-based FS method is able to find lower features
in every dataset case against the KNN-based technique for the average
and best number of features. In some cases, such as Adult, Car and
Cardiotocography, it can be seen that other algorithms calculated the
lowest number of features in comparison, but to review the disparity in
the superiority claim of the HSCFHA algorithm, other metrics also need
to be discussed in congruence. The holistic comparison of the results is
further elaborated in the discussion section.

As suggested by the complexity analysis section of the paper, the
results of convergence time calculation show that the speed to deter-
mine features of optimal value for HSCFHA is similar to the one in
FHA. In most cases, HSCFHA is even better at finding optimal solutions
quickly because the use of the SCA technique in the proposed hybrid
can converge with the exploitation phase far better. Table 11 depicts
the average computational time taken from the 30 runs, while Table
12 reveals the best time from the 30 runs to go through the feature
selection process.

A comparison between the average of the best metric values is
drawn for each algorithm and depicted in Fig. 6. Furthermore, the bar
charts also illustrate the values of variance-based and KNN-based FS
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Fig. 7. Comparative Analysis of algorithms in terms of the average metrics from the 30 runs.

for each algorithm. To depict the values in a single bar chart, that
data is normalized from O to 1 to fit onto the bar chart and the final
actual resultant values are shown on the bar charts for each metric
on each algorithm bar chart. It can be seen that the proposed hybrid
technique can find high values of accuracy, precision and f1-score while
getting an overall low computational time and number of features
when compared with other techniques. Moreover, the variance-based
approach has a huge difference from the KNN-based approach in terms
of computational time, around three times lower and can find better
optima solutions, i.e., subset features of all datasets.

Graphically, to exhibit the class imbalance on datasets used for the
experiment, the confusion matrix for HSCFHA, FHA and SCA on the
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first few dataset results are shown in Fig. 10 and the remaining dataset
confusion matrix are added in the appendix section in Figure 12. The
confusion matrix offers a graphical depiction of an algorithm’s perfor-
mance on a specific dataset. It consists of four categories: true positives,
true negatives, false positives, and false negatives. True positives and
true negatives represent correctly classified instances, whereas false
positives and false negatives represent instances that were classified
incorrectly. By examining the values within the confusion matrix, we
can calculate several metrics, including accuracy, precision, recall, and
Fl1-score. These metrics provide valuable insights into the algorithm’s
performance and its ability to correctly classify instances in the dataset.
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We further conducted the Wilcoxon Ranked and Friedman statistical
tests on the HSCFHA algorithm, compared to other metaheuristic algo-
rithms. The results are detailed in Tables 13 and 14 in the appendix
section.

The analysis of convergence curves across 10 iterations reveals a
noteworthy trend. HSCFHA stands out in both scenarios, asserting its
supremacy in efficiently navigating the feature selection landscape.
Fig. 9(b), centered on the task of optimal feature selection for variance
minimization, sees HSCFHA’s convergence curve steeply descending, a
clear indicator of its robust capability in pinpointing the most relevant
features while reducing redundancy swiftly. FHA and GWO closely
follow, exhibiting a decent convergence rate, though not as rapid as
HSCFHA, suggesting their competent but slightly less efficient approach
in filtering out optimal features for variance reduction.

Fig. 9(a), on the other hand, shows the trend for the KNN maximiza-
tion technique. Here again, HSCFHA’s performance is better, with its
curve ascending prominently, reflecting its prowess in selecting features
that enhance the KNN criterion effectively. SCA and WOA demonstrate
moderate performance, whereas PSO, IBBA, and HACO trail behind.
The latter group’s underperformance can be attributed to PSO’s simpler
strategy, which might be less effective in the complex feature space, and
the intricate designs of HACO and IBBA, which do not align well with
the specific demands of the feature selection task.
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The accuracy of a classification model represents the ratio of cor-
rectly classified instances to the total number of instances. On the other
hand, precision measures the proportion of instances correctly classified
as positive out of all instances classified as positive. It focuses on the
correctness of positive predictions. The Fl-score is a metric that com-
bines precision and recall by taking their harmonic mean. It provides a
balanced assessment of the model’s performance, considering precision
and recall.

6. Discussion

The datasets utilized for the experiment provide a fair comparison
for the analysis of the proposed technique because, between the 22
datasets, the varying size of the dimensions of the data samples and
the usage of multi-class output allow for a comprehensive evaluation
of the effectiveness of the proposed technique across diverse data types
and complexities.

The key advantage that feature selection provides is the removal of
redundant features from a dataset in an attempt to reduce the size of
the dataset while also keeping the information that the resultant classes
represent. From our experimental evaluation, it can be determined that
the HACO algorithm takes the most time to gather subset features. This
is primarily because the hybridization of the algorithm causes computa-
tional complexity to increase while providing better optimal solutions.
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Fig. 10. Comparison of Confusion matrix for dataset (1-9) for HSCFHA, FHA and SCA. Confusion matrix for the remaining datasets are added in the appendix section.

Hybrid metaheuristic algorithms are beneficial because they combine
different optimization techniques to overcome the limitations of in-
dividual algorithms. In other words, they can leverage the strengths
of multiple algorithms while minimizing their weaknesses. The use of
multiple algorithms in a hybrid approach can help to improve solution
quality, convergence speed, and robustness. By integrating different
algorithms, the hybrid approach can explore a larger solution space and
find a better solution in less time than using a single algorithm. HACO
is further unable to find the global optima for the 22 datasets because
when used as an application for feature selection, the exploratory and
exploitative phases of the algorithm are diminished because the upper
and lower bounds, i.e. 1 and 0, of the methodology remove the erratic
movement of the algorithm. While the literature suggests the HACO al-
gorithm is beneficial for constraint optimization problems and np-hard
benchmark test functions, it is counterproductive for the application of
feature selection due to the added computational complexity.
Moreover, the results of the experiment also reveal that the con-
ventional algorithms i.e., WOA and GWO, outperform the IBBA and
HACO algorithms for feature selection. For example, in the case of
Cardiotocography, the average accuracy of GWO and WOA is 0.910798
and 0.900067 while the accuracy of HACO and IBBA is lower. Similarly,
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the average precision for the Obesity dataset is 0.8366256 for the
GWO algorithm but is 0.826886 and 0.796044 for IBBA and HACO,
respectively, which is lower.

Overall, it can be seen in some of the datasets that HSCFHA did
not achieve the highest accuracy, however, it still offered a far lower
number of features. For example, the Amazon dataset shows that the
HSCFHA, on average, scores an accuracy of 0.261905, while the highest
average accuracy recorded was from WOA of 0.275714. Conversely,
the number of features selected by HSCFHA was 2847.286, and the
WOA gave 5084.571. This shows that even though HSCFHA accuracy
is slightly lower than the optimal value, the difference in the number of
features selected proves that the proposed algorithm is far better overall
for the purpose of feature selection while maintaining the value of the
data for class representation.

The HSCFHA, in its theoretical construct, integrates the strengths
of both the Firehawk Algorithm and the Sine Cosine Algorithm, aiming
for a balance between exploration and exploitation in feature selection.
In comparison, some recent hybrid metaheuristic algorithms, such as
BIWSO3 [58], IBSCA3 [59] and EOSSA [60] have certain limitations.
BIWSO3 primarily focuses on intensifying local search, which might
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lead to quicker convergence but at the risk of premature optimiza-
tion. IBSCA3, on the other hand, emphasizes a broader search space
exploration, potentially beneficial in avoiding local minima but could
result in slower convergence for complex, high-dimensional datasets.
EOSSA, with its emphasis on opposition-based optimization, offers a
unique approach to maintaining a steady search process. However, it
is not as dynamic in adapting to the specific contours of a dataset as
HSCFHA, and its complex algorithm architecture might lead to higher
computational time requirements, particularly in large-scale feature
selection tasks. Each of these algorithms brings distinct approaches
to feature selection. By contrast, HSCFHA aims to strike an optimal
balance between depth (local optimization) and breadth of search
(global exploration), which is critical in handling diverse and complex
datasets efficiently.

Additionally, for all datasets, variance-based FS produces more
satisfactory accuracy, precision, F1-score, time and number of feature
values and a well-balanced confusion matrix as compared to the tra-
ditional KNN-based approach. This proves that the proposed feature
selection technique is superior, and the hybridized version of FHA and
SCA algorithm is more advantageous for the feature selection problem.
Hybrid metaheuristic algorithms are beneficial because they leverage
the strengths of different algorithms to overcome their limitations and
improve solution quality, computational efficiency, and customization
to specific optimization problems.

7. Conclusion and future work

The critical role of feature selection, coupled with its NP-hard
nature, has led to the increasing popularity of metaheuristic-based
methods for feature selection. Our research signified the effectiveness
of metaheuristic algorithms in addressing feature selection problems
across low-dimensional, medium-dimensional, and high-dimensional
datasets. This study introduced a novel approach called HSCFHA, which
improves upon the performance of the FHA by integrating the SCA.
The hunting mechanism of Firehawks to spread fires and catch prey is
utilized in which the movement search space of firehawks is enhanced
by the sin cosine movement. By leveraging the strong exploratory
capabilities of SCA, the performance of FHA is enhanced, leading to
improved feature selection outcomes. To evaluate the efficacy of the
proposed HSCFHA method, we conducted experiments using 22 bench-
mark datasets from the University of California Irvine (UCI) repository
and compared its performance against other competitive metaheuristic
algorithms, including the original FHA, SCA, GWO, PSO, IBBA, and
HACO. The results demonstrated that the HSCFHA method outperforms
these algorithms across various datasets. Notably, as the dimension-
ality of the problems increases, the role of metaheuristics becomes
crucial in feature selection, and the performance gaps among different
metaheuristic algorithms become more pronounced. This highlights the
importance of carefully selecting an appropriate metaheuristic for fea-
ture selection in practical problems. Additionally, our study introduced
a novel variance minimization-based feature selection approach, as
opposed to the traditional KNN accuracy maximization methodology,
that improves overall accuracy performance and reduces computa-
tional time complexity three-fold while selecting a lower number of
features. Furthermore, we have conducted the Wilcoxon and Fried-
man statistical tests to elaborate on the usefulness of the proposed
model. In our future work, we plan to explore the application of
the proposed HSCFHA method in different problem domains, such
as multi-objective problems, engineering constraint optimization, ML
hyperparameter optimization, and multilevel threshold segmentation.
Particularly, computer vision applications seem to be a good starting
point, where the HSCFHA method can be applied to select features
efficiently and enhance object recognition and image classification.
While the proposed HSCFHA method demonstrated promising results
in feature selection, there are some limitations to be acknowledged.
Firstly, the proposed method may not necessarily be the best fit for
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every dataset and problem, as different datasets may require different
feature selection approaches. Secondly, since the algorithm is an itera-
tive ML-based technique, datasets with value of millions of entries may
take more than the applicable time to pick out relevant features.
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